Lens distortion in optically coupled digital x-ray imaging
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The objectives of this research are to analyze geometrical distortions introduced by relay lenses in optically coupled digital x-ray imaging systems and to introduce an algorithm to correct such distortions. Methods: The radial and tangential errors introduced by a relay lens in digital x-ray imaging were experimentally measured, using a lens-coupled CCD (charge coupled device) prototype. An algorithm was introduced to correct these distortions. Based on an x-ray image of a standard calibration grid, the algorithm first identified the location of the optical axis, then corrected the radial and tangential distortions using polynomial transformation technique. Results: Lens distortions were classified and both radial and tangential distortions introduced by lenses were corrected using polynomial transformation. For the specific lens-CCD prototype investigated, the mean positional error caused by the relay lens was reduced by the correction algorithm from about eight pixels (0.69 mm) to less than 1.8 pixels (0.15 mm). Our investigation also shows that the fourth order of polynomial for the correction algorithm provided the best correction result. Conclusions: Lens distortions should be considered in position-dependant, quantitative x-ray imaging and such distortions can be minimized in CCD x-ray imaging by appropriate algorithm, as demonstrated in this paper. © 2000 American Association of Physicists in Medicine. [S0094-2405(00)03705-6]
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I. INTRODUCTION

Both fiber optically coupled and lens-coupled CCD x-ray imaging systems have been used in digital mammography and digital radiography.1–3 The cascaded imaging chain consists of a scintillator, an optical component (either a relay lens or a spatial coherent fiber bundle), and an electronic imager, such as a CCD imager.4–6 Obviously, the optical properties of the lens, or the fiber, can affect the quality of the x-ray imaging significantly. In our previous communications, the characteristics of optical fiber taper and its impact on image contrast were analyzed.7 The impact of lens-coupling efficiency on signal-to-noise ratio was investigated.8 This communication focuses on the geometrical distortions caused by relay lenses, since it is well known that aberrations, including geometrical distortions, do exist even with a well-designed and well-built lens. We will first introduce the origin of lens geometrical distortion. We will then take the lens-coupled CCD x-ray imaging system as an example to analyze the positional errors introduced by lens geometrical distortion. Finally, we will present an algorithm for correcting geometrical distortions caused by lens in digital x-ray imaging.

II. GEOMETRICAL DISTORTIONS CAUSED BY LENS

As shown by Fig. 1, a relay lens used in an optically coupled CCD x-ray imaging system collects light from a point on a scintillator, and focuses it onto a corresponding conjugate point on an electronic imager. Under the most practical conditions, the lens, same as all other optical components, is not able to form a perfect image due to the presence of aberrations. Lens aberrations include spherical aberration, coma, field curvature, astigmatism, axial color, lateral color, and distortion.9 Most of these aberrations degrade the image quality by “blurring” the image.

Lens distortion is a unique aberration in that it does not degrade the quality of the image in terms of sharpness and focus. Rather, it affects the shape of the image, causing it to depart from a true-scaled duplication of the original object. For instance, if one acquires the image of a square grid as shown in Fig. 2(a), the recorded image can be affected by pincushion distortion, as shown in Fig. 2(b), and affected by barrel distortion, as shown in Fig. 2(c). Pincushion is an outward displacement of a given image point from its desired location on a mean image plane: Its magnitude increases, in the simplest cases, as the field angle of the optical system increases. The field angle \( \alpha \) is defined in Fig. 1. On the other hand, barrel distortion is an inward displacement, and its magnitude also increases with the field angle, but with a different orientation [see Fig. 2(c)]. The distortions demonstrated in Fig. 2 are only radial distortions, which for a purely rotational system cause the actual image point to be displaced radially in the image plane, independent of the azimuth in the field.
In principle, a lens is a rotationally symmetric system. In practice, no ideal lenses can be made. Small errors retained in the alignment and centering of a multielement optical system lead to tangential displacement of image point; the magnitude of such distortion depends on both the azimuth and the off-axis position of the field. Figure 3 shows an example of the tangential distortion. One of the effects of tangential distortion is that a straight line passing through the center of the field may be recorded as a weakly curved line.

Lens aberrations cannot be avoided completely in optical design; however, they can be minimized. Optical designers evaluate the potential contribution of each aberration to the final system performance and adjust the configuration of the optical assembly to achieve satisfactory performance for each application. For instance, an optical designer usually balances the outward and inward displacements to minimize geometrical distortions. The designer, however, has to "trade-off" many factors, such as cost and size, against technical parameters required by specific applications. With exception of certain custom built systems, distortion errors in the range of 1–3 percent may be present in commercially available relay lenses, when these lenses are used in the imaging system.

III. POSITIONAL ERROR INTRODUCED BY LENS

To investigate the geometrical distortion introduced by lenses in digital x-ray imaging, a lens-coupled CCD prototype was used. The system, consisting of a scintillating screen (Gd$_2$O$_2$S:Tb), a relay lens and a CCD camera, is attached to a clinical x-ray machine. The camera employs a mechanical shutter. An optical hood was used to shield the CCD sensor from ambient light. The CCD array size is 1024 × 1024 pixels, and 0.024 mm × 0.024 mm per pixel. The camera was operated under a temperature of −25 °C to reduce thermal electron noise. The low temperature was achieved with a compact thermoelectric cooler. The operation of the system is described as follows: (1) During x-ray exposure, the x-ray beam passing through the testing target is attenuated and interacts with the scintillating screen. (2) The x-ray photons are then converted into a large number of visible light photons. (3) The relay lens projects the optical scene from the scintillating screen to the photosensitive surface of the CCD camera. (4) The CCD pixel array samples the information and creates a digital image. In our experi-
ment, this operation was controlled by a computer. The x-ray energy and exposure used in the experiments were 30 kVp and 32 mAs, respectively.

A commercial Nikon lens, F/1.2, 50 mm focal length, equipped with a close-up (Nikon Close-up #2) lens was used as the relay lens to project the optical image from the scintillating screen to the CCD imager. The relay lens is working at a 3.6:1 demagnification ratio, thus making an object of one millimeter in length occupy ~11.6 pixels in digital image. During experiments, a checkerboard-like grid made by copper wires was imaged by the prototype system. To minimize the effect of x-ray focal spot on image quality and geometric shape, the copper wires were kept directly against the scintillator was kept at 650 mm. The diameter of the copper wires was 0.17 mm and the spacing between the copper wires (center to center) was 5 mm.

An x-ray image of the calibration grid acquired by our imaging system is shown in Fig. 4(a). In Fig. 4(b), a map of the grid (dashed lines), properly scaled, is artificially overlaid over the acquired image, to demonstrate the geometrical distortion. At locations near the center of the image (near the optical axis of the lens), the standard map overlaps with the x-ray image almost perfectly. At locations toward the edges of the image, the displacement between the map and the x-ray image becomes clearly noticeable. Apparently, this specific lens used in this prototype introduced a significant barrel distortion.

To quantitatively measure positional errors introduced by lens distortions in digital x-ray imaging, positional displacement of the grid image from its true location was calculated for all the feature points (intersections of the grid wires). In Table I, radial distortion errors, and total distortion errors (combined radial and tangential errors) are listed as functions of the field angle of the optical system. The radial distortion error, Δρ, and the total distortion error, Δγ, are illustrated in Fig. 5 in a polar coordinate.

As shown in Table I, the positional displacement of an object imaged by such a lens-coupled digital x-ray imaging system can be, in the most severe cases, more than nine pixels away from its true location within a field angle of 30°.

Considering the fact that the CCD imager used in the prototype has only 1024 × 1024 pixels, the positional error introduced by the lens distortion cannot be neglected in any position-dependent, quantitative x-ray imaging.

IV. AN ALGORITHM FOR LENS DISTORTION CORRECTION

Digital image processing techniques can be used to correct geometrical distortions introduced by optical and optoelectronic components.10–12 In our study, a correction algorithm was introduced to minimize the lens distortion. The algorithm was derived based on the nature of the lens distortion.

After a digital image of a standard grid is acquired by the imaging system, the algorithm operates as follows:

1. Localize the intersections of the wires of the grid (feature points);
2. Create an ideal map of the grid;
3. Identify the optical center of the lens;
4. Perform polynomial-transformation to correct distortions.

### Table I. Positional errors introduced by relay lens versus field angle of the optical system.

<table>
<thead>
<tr>
<th>Field angle θ (degree)</th>
<th>3.6</th>
<th>8.6</th>
<th>13.0</th>
<th>17.4</th>
<th>22.1</th>
<th>26.2</th>
<th>30.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial distortion Δρ (pixel)</td>
<td>1.26</td>
<td>2.28</td>
<td>3.25</td>
<td>4.30</td>
<td>5.43</td>
<td>6.94</td>
<td>7.42</td>
</tr>
<tr>
<td>Combined distortion Δγ (pixel)</td>
<td>2.39</td>
<td>3.16</td>
<td>4.15</td>
<td>5.19</td>
<td>6.61</td>
<td>8.04</td>
<td>9.71</td>
</tr>
<tr>
<td>Combined distortion Δγ (mm)</td>
<td>0.20</td>
<td>0.27</td>
<td>0.36</td>
<td>0.45</td>
<td>0.57</td>
<td>0.69</td>
<td>0.84</td>
</tr>
</tbody>
</table>
These procedures are discussed in detail in the succeeding text.

A. Localizing feature points

A semiautomatic procedure was developed to localize the positions of the feature points (wire intersections of the grid). The first step of this procedure was to manually locate two adjacent feature points, which served as the starting points of the semiautomatic procedure. Centered at each of the starting points, a local window was set up (40×40 pixels rectangle in our experiment). A connected region was determined that contained m adjacent pixels (m=8 in our experiment) with the lowest gray levels inside the window. This region could be named as a valley region. Because of the superposition of the two wires, the x-ray attenuation at each intersection of the grid (feature point) was higher. Therefore, feature points showed minimum pixel value in the image. It is reasonable to assume that the feature point was located inside the valley region. The reason for chosen a connected region instead of a pixel is to improve the algorithm’s robustness for the unavoidable imaging noise, and to improve the accuracy of the locations of the feature points. The exact location of the feature point \((x_a,y_a)\) was defined as the gravity center of the valley region

\[
x_a = \frac{1}{m} \sum_{i=1}^{m} x_i f(x_i,y_i)
\]

\[
y_a = \frac{1}{m} \sum_{i=1}^{m} y_i f(x_i,y_i),
\]

where \(f(x_i,y_i)\) was the gray level at point \((x_i,y_i)\) in the valley region. Using Eq. (1), the first two feature points, their starting points being manually located, can be determined in sub-pixel accuracy.

The algorithm could identify the next starting point according to the distance between two known feature points along the extension (or perpendicular) line between them, since the calibration image was a checkerboard-like grid. One by one, the remaining feature points were determined by using this method.

B. Creating the ideal map of the grid

The ideal map of the grid was created to serve as the standard pattern for image correction. In Ref. 16, Shah and Aggarwal acquired an ideal image by another lens that introduced minimal distortion. If the polynomial warping method was employed, the grid target could be used as an undistorted ideal grid itself. Here, a method was employed to create an ideal map of the grid from the actual distorted grid image using the following mechanism.

The grid pattern consisted of two sets of parallel straight lines intersecting at a right angle. One set of parallel lines can be described by the equation:

\[y_i = kx_i + b (i = \ldots -1,0,1,\ldots),\]

where the parameters \(k\) and \(b\) are the slope and the \(y\)-separation of the lines, respectively. It is reasonable to assume that the lens distortion is negligible near the center of the image. Thus, the parameters \(k\) and \(b\) can be estimated using feature points in the center region of the actual grid image. In our experiment, with the whole image size of 1024×1024 pixels, a 200×200-pixel sub-image was taken around the image center for the purpose of the parameter calculation. This sub-image covers four pairs of straight lines. Each line equation was initially determined using two calculated feature points as described above. Then in the perpendicular direction along this line, the points with a local minimum gray level were localized. Using the least mean-square fitting method, the parameters of the line equation could be determined precisely with these local minimum gray level points. The calculated grid map of the center region was then extended to the whole image, thereby creating the entire calculated grid map. However, the map was roughly positioned with respect to the geometrical center of the x-ray image array. The last step of this procedure was, therefore, to shift the calculated grid map slightly to achieve the best alignment with the actual grid image by minimizing the following criterion function

\[F = \sum_i \left[ (x_{gi} - x_{ai})^2 + (y_{gi} - y_{ai})^2 \right],\]

where \((x_g,y_g)\) and \((x_a,y_a)\) are the feature points corresponding to the calculated grid map and actual grid image, respectively. The subscript \(i\) indicates the \(i\)th feature point, and the summation in Eq. (3) is over all feature points of the x-ray image.

C. Identifying the optical center of the lens

Normally, the lens distortion is mainly in radial direction, which causes an inward or outward displacement of a given image point from its true location. This type of distortion is strictly symmetric about the optical axis. With this property, a method was developed to localize the optical center (optical axis).

Let \((x_c,y_c)\) denote the optical center, the radial distortion at any feature point \((x_{ai},y_{ai})\) in the actual image can be calculated by:

\[d(x_{ai},y_{ai}) = \sqrt{(x_{ai} - x_c)^2 + (y_{ai} - y_c)^2} - \sqrt{(x_{gi} - x_c)^2 + (y_{gi} - y_c)^2},\]

where \((x_{gi},y_{gi})\) is the corresponding feature point to the \((x_{ai},y_{ai})\) in the calculated ideal grid map.

For feature point \((x_{ai},y_{ai})\), its symmetric location about the optical center \((x_c,y_c)\) is given by \((2x_c - x_{ai},2y_c - y_{ai})\). Therefore, the asymmetry of the radial distortion to \((x_c,y_c)\) can be characterized by a function

\[J(x_c,y_c) = \sum_i \left[ d(x_{ai},y_{ai}) - d(2x_c - x_{ai},2y_c - y_{ai}) \right],\]

where the subscript \(i\) indicates the \(i\)th feature point. The summation is over all feature points of the x-ray image. The optical center is such a point that the asymmetry of the distortion is at a minimum level. Therefore, the problem of
searching the exact location of the optical center is equivalent to an optimization procedure in which the center position \((x_c, y_c)\) is to be determined in order to minimize the object function \(J\) in Eq. (5).

To perform such an optimization procedure, the following steps were adopted:

1. First, select the center of the digital image as the initial location for the optical center.
2. Search for \(x_c\), by minimizing the object function \(J\) in Eq. (5) with \(y_c\) fixed.
3. Then, with a fixed \(x_c\) determined in step 2, search for \(y_c\) by minimizing \(J\).
4. Repeat steps 2 and 3 until the location of the optical center is stabilized within a reasonable tolerance (0.2 pixels in our experiment).

It should be noted that for a feature point \((x_u, y_u)\), its symmetric point \((2x_u-x_c, 2y_u-y_c)\) about the center \((x_c, y_c)\) may be falling between the known grid wire intersections. In such a situation, a two-dimensional interpolation was implemented according to its neighbors to seek an estimate of its radial distortion. Bilinear interpolation was used in our method.20

**D. Performing polynomial-transform to correct distortion**

Polynomial transformation is a common method used to correct the distortions.21–23 Since a combination of radial distortion and tangential distortion was seen in the image, in our experiment two sets of polynomials were needed. One was used to correct the radius as measured from the optical center, and the other was used to correct the polar angle as measured from the base axis of the polar system. As shown in Fig. 5, the distorted image of a feature point is denoted as \((r, \theta)\) and the distortion-free image of the point is denoted as \((r', \theta')\). The radial position of each pixel and the tangential offset component were corrected by applying two sets of \(N\)-order polynomials:

\[
\theta' = a_1 \theta + a_2 \theta^2 + a_3 \theta^3 + a_4 \theta^4 + \cdots, \\
r' = b_1 r + b_2 r^2 + b_3 r^3 + b_4 r^4 + \cdots,
\]

where, \(a_i\) and \(b_i\) are the distortion coefficients. The above equations hold for all feature points of the image. Because the number of feature points generally exceeded the number of polynomial coefficients, \(a_i\) and \(b_i\) were solved by least-squares fitting which minimized the mean-square error between the calculated positions from Eq. (6) and the undistorted positions in ideal grid map. The two sets of coefficient \(a_i\) and \(b_i\) can be used for the corrections of all image signals.

**V. RESULTS AND DISCUSSIONS**

**A. Effectiveness of the algorithm**

This algorithm was applied to the images acquired by our prototype lens-coupled digital x-ray imaging system. The corrected images in Fig. 6 showed a significant distortion reduction when compared with the uncorrected images in Fig. 4.

To quantitatively measure the effectiveness of the correction algorithm, the absolute mean residual error (positional displacement of the grid image from its true location) was calculated for all of the intersections of the grid wires. The mean residual error before correction was 8.04 pixels and after corrections 1.78 pixels. In Fig. 7, the mean values of the radial distortion error, \(\Delta r\), before and after correction are plotted as function of the field angle \(\alpha\) of the optical system (refer to Fig. 1 for the definition of \(\alpha\)). In Fig. 8, the mean values of the combined distortion error, \(\Delta y\), before and after correction, are also plotted versus the field angle \(\alpha\) (refer to Fig. 5 for illustration of \(\Delta r\) and \(\Delta y\)).

Clearly, the polynomial algorithm effectively corrected the lens distortion in digital x-ray imaging.
The mean residual errors after correction for different generating sets of coefficients for orders: the polynomials on lens distortion correction was tested by unstable. In our experiments, the effect of different orders of also cause oscillation and make the mathematical solutions less residual error. However, higher-order polynomials can minimized result. Theoretically, higher-order polynomial leads to be four. The corresponding polynomial coefficients aging system, the optimal order of polynomials appeared to formation was performed. For the investigations using our im-
round-off errors when the higher order polynomial transfor-
lack of improvement was that it could lead to some extra higher-order polynomials.

In addition to the possible oscillation, another reason for lack of improvement was that it could lead to some extra round-off errors when the higher order polynomial transformation was performed. For the investigations using our imaging system, the optimal order of polynomials appeared to be four. The corresponding polynomial coefficients $a_i$ and $b_i$ are listed in Table III.

### VI. CONCLUSION

Optical coupling is an important link in various digital x-ray imaging systems. The optical properties of the components, either a lens, a fiber bundle or other optoelectronic device will affect the quality of clinical procedures significantly. There is no ideal optical component or optoelectronic device that can relay an image without degrading its quality or distorting its shape. One could, however, balance the design trade-offs of the selected components according to the specific clinical applications.

Arguably, optical lens still is the most conventional and widely used imaging component. In comparison with many other optical techniques, lenses have many advantages, such as (1) cost effectiveness: It may be expensive to build just one or two custom lenses, but in mass production, lenses can be made at very low cost; (2) flexibility: Even with a simple relay lens, the parameters such as magnification, aperture, field of coverage, and depth of focus are adjustable; (3) image quality: A well-designed lens offers much higher spatial resolution than many other optical components or optoelectronic devices. For most commercial and custom lenses, aberrations are selectively minimized according to the specific applications. However, residual aberrations, including geometrical distortions do exist even with a well-designed and well-built lens. Although these residual distortions are usually small in terms of absolute or relative errors, they will reduce, for instance, the positional accuracy of image guided procedures.

The distortion introduced by relay lenses, however, can be minimized with digital image processing techniques. In fact, it is easier to correct distortions introduced by lenses than that by many other types of imaging components, since lens distortion is primarily radial and tangential dependant.\textsuperscript{24–27} In other words, lens distortion may be “mapped” with a set of mathematical formulas and compensated accordingly using appropriate algorithms, as demonstrated in this paper.

We have shown that based on the nature and the classifications of lens distortion, the coefficients of the polynomial in the correction algorithm can be determined to minimize both radial and tangential distortions. For the specific imaging system investigated, the fourth order polynomials provided the best correction results. The low order polynomials were not sufficient for modeling the lens distortion, and the higher order polynomials tended to introduce oscillation that makes the algorithm unstable.

Overall, our analysis suggests that lens distortion should be considered in developing optically coupled digital x-ray imaging systems for position-dependant, quantitative x-ray imaging, and that residual geometrical distortions could be minimized effectively using digital image processing techniques. The advantages of using lens to relay images from scintillating screen to electronic imager are cost effectiveness, flexibility and image quality.

### Table II. The mean residual errors of corrected image using polynomial transformation of different orders.

<table>
<thead>
<tr>
<th>Polynomial order ($N$)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean residual error (Pixel)</td>
<td>2.14</td>
<td>2.02</td>
<td>1.78</td>
<td>3.94</td>
<td>4.77</td>
</tr>
<tr>
<td>Mean residual error (mm)</td>
<td>0.18</td>
<td>0.17</td>
<td>0.15</td>
<td>0.34</td>
<td>0.41</td>
</tr>
</tbody>
</table>

### Table III. The polynomial coefficients used for correcting lens distortions ($N = 4$).

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distortion</td>
<td>1.008</td>
<td>$2.836 \times 10^{-5}$</td>
<td>$-1.634 \times 10^{-7}$</td>
<td>$1.091 \times 10^{-10}$</td>
<td>$b_1$</td>
<td>$b_2$</td>
<td>$b_3$</td>
<td>$b_4$</td>
</tr>
<tr>
<td>Distortion</td>
<td>1.003</td>
<td>$-2.293 \times 10^{-4}$</td>
<td>$-4.751 \times 10^{-4}$</td>
<td>$3.074 \times 10^{-3}$</td>
<td>$b_1$</td>
<td>$b_2$</td>
<td>$b_3$</td>
<td>$b_4$</td>
</tr>
</tbody>
</table>

\textsuperscript{24}  \textsuperscript{25}  \textsuperscript{26}  \textsuperscript{27}
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